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Abstract. We give a sufficient criterion for the Chow or algebraic
bordism groups of an algebraic stack, localized at a set of Chern classes
of line bundles, to be concentrated in some closed substack. This is
a vast generalization of the torus fixed-point localization theorem in
equivariant intersection theory, which is the special case of the stack
quotient of a scheme X by an action of a torus T . Taking on the one
hand an algebraic stack in place of X, we deduce a generalization of torus
localization to algebraic stacks. Taking on the other hand any algebraic
group G instead of T , we obtain a localization theorem in G-equivariant
intersection theory.

Introduction 2
0.1. Main results 2
0.2. Examples, variants, and generalizations 3
0.3. Proof 5
0.4. Localization formulas 6
0.5. Contents of the paper 7
0.6. Acknowledgments 7

1. Preliminaries on stacks 8
1.1. Stacks 8
1.2. Points 8
1.3. Stabilizers 9
1.4. Stabilizers of group actions 9
1.5. Fixed loci 10

2. Intersection theory on stacks 11
2.1. Motivic Borel–Moore homology 11
2.2. Chow, G-theory, bordism 14
2.3. Localization triangle 15
2.4. Projective bundle formula 16
2.5. Reduction to the subtorus 17

3. Concentration 17
3.1. The master theorem 18
3.2. Generic slices 19
3.3. Proof of Theorem 3.5 20
3.4. Proof of Theorem 3.10 20
3.5. The equivariant master theorem 21
3.6. Base change 22
3.7. Non-quasi-compact stacks 23

4. Torus concentration 25
4.1. The statement 25
4.2. Example: fixed loci 27

Date: 2024-06-13.
1



4.3. Example: vector bundles and abelian cones 27
4.4. Example: Higgs sheaves on curves 29

References 30

Introduction

0.1. Main results. The starting point of this paper is the concentration
theorem1 in equivariant intersection theory. Given a split torus T over
a field k and a k-scheme X with T -action, we denote by AT

∗
(X) the T -

equivariant Chow group of X with rational coefficients. Then we have (see
[EG2, Thm. 1]):

Theorem 0.1. Let X be a scheme of finite type over a field with an action
of a split torus T . Let i ∶ XT ↪ X denote the inclusion of the T -fixed
locus. Then the push-forward map on T -equivariant Chow groups induces an
isomorphism

i∗ ∶ AT
∗
(XT )loc → AT

∗
(X)loc

where the localization is at the set of first Chern classes of nontrivial 1-
dimensional representations of T .

This result forms the core of equivariant localization theory; for instance, it
leads immediately to the localization formula of Atiyah and Bott [AB] when
X is smooth and to the Bott residue formula [Bot] when X is smooth and
proper.

In this paper we prove a new type of concentration theorem for general alge-
braic stacks. Let A∗(X) denote the cycle groups (with rational coefficients)
defined in [Kha1] for any algebraic stack X of finite type over k.2 For the
quotient stack X = [X/T ], this agrees with the T -equivariant cycle groups
AT
∗
(X).3 We claim (see Corollary 3.7):

Theorem A (Stacky concentration). Let X be an Artin stack of finite type
over a field k with affine stabilizers and Z ⊆ X a closed substack. Let Σ be a
set of line bundles on X such that for every geometric point x of X∖Z, there
exists L (x) ∈ Σ whose restriction to BAutX(x) is trivial. Then push-forward
along i ∶ Z↪ X induces an isomorphism

i∗ ∶ A∗(Z)[Σ−1] → A∗(X)[Σ−1]

where L ∈ Σ acts via the first Chern class.

1This is often simply called “the localization theorem”. The less ambiguous terminology
is due to R. W. Thomason [Tho2] as far as we know.

2That is, An(X) is defined as the motivic Borel–Moore homology group
HBM

2n (X; Qmot
(−n)) of [Kha1], and A∗(X) is the direct sum over n ∈ Z.

3By [KR1, Cor. 6.5], we have An(X) ≃ AT
n−dim(T )(X).
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From this we derive the following generalization of Theorem 0.1 from schemes
to Artin stacks (see Theorem 4.1). Given an Artin stack X over k with
T -action, we write AT

∗
(X) for the T -equivariant cycle groups of X (with

rational coefficients).4

Theorem B (Torus concentration). Let X be an Artin stack of finite type
over k with T -action. Let Z ⊆ X be a T -invariant closed substack away
from which every point has T -stabilizer properly contained in T .5 Then
push-forward along i ∶ Z ↪X induces an isomorphism

AT
∗
(Z)loc → AT

∗
(X)loc (0.2)

where the localization is as in Theorem 0.1.

0.2. Examples, variants, and generalizations.

0.2.1. Deligne–Mumford stacks. When X is a Deligne–Mumford stack, The-
orem B was proven by A. Kresch in the case where the torus T is of rank 1
and the field k is algebraically closed field (see [Kre, Thm. 5.3.5]).

Note that, at least when X is separated, AT
∗
(X) ≃ A∗([X/T ]) agrees with

Kresch’s cycle groups [Kre]. Indeed, X admits a coarse moduli space M
inheriting the T -action and both cycle groups are canonically isomorphic to
AT
∗
(M) (recall that we are working with rational coefficients).

0.2.2. Artin stacks with finite stabilizers. Suppose X is an Artin stack with
finite stabilizers; recall that when k is of positive characteristic, X need not
be Deligne–Mumford. For example, this applies to moduli stacks of stable
objects in enumerative geometry, e.g. moduli of stable maps in Gromov–
Witten theory and moduli of stable sheaves in Donaldson–Thomas theory.

As long as X is separated (or more generally has finite inertia), AT
∗
(X) still

agrees with Kresch’s cycle groups for the same reason as in the Deligne–
Mumford case.

0.2.3. Global quotient stacks. Suppose G is a linear algebraic group over k
and X is an algebraic space of finite type over k with commuting actions of
G and T . Suppose Z ⊆X is a closed subspace invariant under both actions
which contains all points whose T -stabilizer is the whole torus T . Then
Theorem B applied to X = [X/G] yields the isomorphism

i∗ ∶ AG×T
∗
(Z)loc → AG×T

∗
(X)loc (0.3)

on G×T -equivariant Chow groups. This generalizes a concentration theorem
proven by A. Minets [Min] under a much more restrictive technical condition.

4That is, AT
n (X) is defined as the relative motivic Borel–Moore homology group

HBM
2n ([X/T ]/BT ; Qmot

(−n)) of [Kha1], and AT
∗ (X) is the direct sum over n ∈ Z. For X a

scheme or algebraic space, this agrees with the Edidin–Graham equivariant cycle groups
again by [KR1, Cor. 6.5].

5Informally speaking, the condition on Z means that it contains every T -fixed point.
See Subsect. 1.4 for the notion of T -stabilizers (which are not the same as the stabilizers
of [X/T ] when X is not an algebraic space).
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0.2.4. Locally of finite type stacks. We will also prove a generalization of
Theorem B to locally of finite type Artin stacks. In fact, the result is false in
this generality with the naïve definition of AT

∗
(X)loc. In Subsect. 3.7 we will

give another definition of the latter that agrees with the naïve localization in
the quasi-compact case, but for which concentration does hold. For example,
this applies to the moduli stack of Higgs sheaves on a curve, which admits a
canonical scaling action of T =Gm. This was one of the motivating examples6

(see Theorem 4.12):

Corollary C. Let k be a field and C a smooth proper and geometrically
connected curve over k. Denote by Higgs the moduli stack of Higgs sheaves
on C and by Λ the closed substack parametrizing nilpotent Higgs sheaves.
Then the map

AT
∗
(Λ)loc → AT

∗
(Higgs)loc

is invertible.

This generalizes a result of A. Minets [Min, Cor. 4.3], who considered the
substack of torsion (rank zero) Higgs sheaves.

0.2.5. Localizing K-theory classes. The following variant of Theorem A can
be more useful when there is not a sufficient supply of 1-dimensional repre-
sentations.

With notation as in Theorem A, let Σ ⊆ K0(X) be a set of K-theory classes
such that for every geometric point x of X ∖ Z, there exists an α(x) ∈ Σ
whose restriction to BAutX(x) is trivial. Let Â∗(X) denote the product of
the cycle groups An(X) over n ∈ Z. Then we will prove that i∗ induces an
isomorphism

i∗ ∶ Â∗(Z)[Σ−1] → Â∗(X)[Σ−1] (0.4)

where L ∈ Σ acts via the Chern character. See Theorem 3.10.

0.2.6. General algebraic group actions. We can specialize stacky concentra-
tion to quotients by arbitrary algebraic group actions [X/G]. We get the
following generalization of Theorem B (see Corollary 3.15):

Corollary D (Equivariant concentration). Let G be an algebraic group
acting on an Artin stack X of finite type over a field k with affine stabilizers.
Let Σ ⊆ K0(BG) be a subset of nonzero elements. Let Z ⊆X be a G-invariant
closed substack containing every point x of X such that no element of Σ is
sent to zero by K0(BG) → K0(BStG

X(x)). Then

i∗ ∶ Â
G

∗
(Z)[ch(Σ)−1] → ÂG

∗
(X)[ch(Σ)−1]

is an isomorphism.

6We thank Y. Soibelman for suggesting it; see [FSS] for an analogous analysis at the
level of virtual motives.
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0.2.7. Oriented Borel–Moore homology theories. Our methods work for gen-
eral oriented Borel–Moore type homology theories. This includes usual
Borel–Moore homology (over k = C) and ℓ-adic Borel–Moore homology (over
a field in which ℓ is invertible).

We also prove concentration for algebraic bordism, namely for the stacky and
equivariant (higher) algebraic bordism theories defined in [Kha1, Ex. 2.12]
and [KR1, §8]. The analogous statement for Levine–Morel algebraic bordism
was proven for smooth and projective varieties over a field of characteristic
zero by A. Krishna [Kri], and generalized recently in [KP] to (possibly
singular) quasi-projective schemes.

Our methods also apply to G-theory (= algebraic K-theory of coherent
sheaves). In this paper, we only consider étale G-theory and Borel-equivariant
G-theory (in the sense of [KR1, §7]). However, the case of “genuine” G-theory
can be treated by the same method and will be done in detail in [KPR].

0.2.8. Categorification. In a sequel [KR2] to this paper, two of the authors
proved a categorification of the stacky concentration theorem. For example,
consider the stable ∞-category DM(X)Q of (Q-linear) motivic sheaves on
an Artin stack X. In the situation of Theorem A, we have the ∗-direct image
functor i∗ ∶DM(Z)Q →DM(X)Q. Categorified concentration asserts that
i∗ induces an equivalence of stable ∞-categories

i∗ ∶DM(Z)Q[Σ−1] ≃DM(X)Q[Σ−1] (0.5)
where the localization is in an appropriate ∞-categorical sense.

This result is used to obtain concentration for oriented cohomology theories,
such as motivic cohomology or Betti and ℓ-adic cohomology, where it is
the pullback map i∗ ∶ H∗(X) → H∗(Z) that induces an isomorphism after
localization.

0.3. Proof. Let us briefly comment on the proof of the stacky concentration
theorem (Theorem A). The cohomological formalism for intersection theory
on stacks of [Kha1] plays an essential role in reducing this vastly general
statement to a drastically simpler one.

The cycle groups An(X) are realized as the motivic cohomology groups

An(X) = H−2n(X, f !Qmot(−n))
where Qmot(−n) ∈ DM(Spec(k)) is the Tate twist in Voevodsky motives,
f ∶ X → Spec(k) is the projection, and f ! ∶ DM(Spec(k))Q → DM(X)Q is
the compactly supported inverse image functor on stable ∞-categories of
(Q-linear) motivic sheaves. One can think of the right-hand side above as a
motivic version of Borel–Moore homology: the cohomology of the dualizing
sheaf, in the context of motivic sheaves.

The An(X) are just zeroth cohomology groups of the chain complexes of
derived global sections,

CBM
●
(X)⟨−n⟩ ∶= RΓ(X, f !Qmot⟨−n⟩),
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which we regard as objects of the derived ∞-category of chain complexes
of Q-vector spaces, where ⟨−n⟩ ∶= (−n)[−2n]. When X is a scheme X,
CBM
●
(X)⟨−n⟩ coincides with the Bloch cycle complex zn(X) (see [Kha1,

Ex. 2.10]). One may thus think of CBM
●
(X)⟨−n⟩ as a Bloch cycle complex

for X.7

For the proof of stacky concentration, our key tool is the localization triangle:
for any closed substack Z of X with open complement U = X ∖ Z, there is an
exact triangle of complexes

CBM
●
(Z)⟨−n⟩ → CBM

●
(X)⟨−n⟩ → CBM

●
(U)⟨−n⟩

This is a powerful extension of the right-exact localization sequence An(Z) →
An(X) → An(U) → 0. Using the formalism of higher algebra [Lur], the
localization [Σ−1] may be performed at the level of complexes, and preserves
such exact triangles.

This device allows us to perform a series of reductions. First, to prove that
push-forward along a closed immersion induces an isomorphism after Σ-
localization, it suffices by localization to demonstrate Σ-acyclicity of motivic
Borel–Moore chains on the complement. To show Σ-acyclicity of CBM

●
(X)⟨∗⟩

for some X, we may apply localization inductively to a stratification of X
by global quotient stacks to reduce to the case of X = [X/GLm] a global
quotient. By a variant of Thomason’s “reduction to the subtorus” argument,
which we prove for CBM

●
(−)⟨∗⟩ (see Theorem 2.5), we can replace GLm by

its maximal subtorus T . This T -action is generically trivial, up to “Morita
equivalence”, so yet another application of the localization triangle reduces
us to the following straightforward observation: if X = [X/G] is the quotient
of a scheme by the trivial action of a diagonalizable group scheme, such that
there exists a line bundle L ∈ Σ with c1(L∣BG) = 0, then the localization
CBM
●
(X)[Σ−1] vanishes. We refer to Subsect. 3.3 for the details.

0.4. Localization formulas. An immediate consequence of torus concentra-
tion is the Atiyah–Bott localization formula, which is an explicit computation
of the inverse of the isomorphism i∗. In the situation of Theorem B, suppose
X and Z are smooth Artin stacks. Then the inclusion i ∶ Z ↪ X is lci
and we have a Gysin pull-back i! ∶ AT

∗
(X) → AT

∗
(Z) which satisfies the

self-intersection formula

i! ○ i∗(−) = (−) ∩ e(N)

where e(N) is the top Chern class of the normal bundle. As long as the
latter is invertible8 in A∗T (Z)[Σ−1], this immediately yields the localization
formula

(i∗)−1 = i!(−) ∩ e(N)−1. (0.6)

7Note that we do not know of any way to define the Bloch cycle complex zn(X) directly
(i.e., without passing through motivic cohomology), despite two of the authors’ attempts
to do so.

8This is true when Z has trivial T -action and finite stabilizers, and N has no T -fixed
part; see [AKLPR, Prop. 1.3, Cor. A.31].
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Moreover, the same strategy can be adapted to the “virtual” version, where
X and Z are quasi-smooth. This gives a conceptual proof of the virtual
localization formula of [GP] over arbitrary base fields, and shows that it
holds without the global resolution and embeddability hypotheses required
in op. cit. We refer to [AKLPR] for details.

0.5. Contents of the paper. We begin in Sect. 1 by establishing some
notation and conventions on algebraic stacks. In Subsect. 1.4 we introduce
the G-stabilizer group at a point of an Artin stack X with G-action; note
that these are not the same as the stabilizers of the quotient stack [X/G]
when X itself has nontrivial stabilizers. Subsect. 1.5 contains a review of
various notions of G-fixed loci in the context of stacks, treated in detail in
the companion paper [AKLPR].

In Sect. 2 we review the cohomological formalism for intersection theory
on stacks developed in [Kha1]. We record the projective bundle formula
in this context (Subsect. 2.4). In Subsect. 2.5 we establish an analogue of
Thomason’s “reduction to the subtorus”, a very useful technique for reducing
statements about G-equivariant intersection theory to the case where G is a
split torus.

The stacky concentration theorem (Theorem A) is stated and proven in
Sect. 3. We specialize to quotient stacks to derive equivariant concentration
(Corollary D) in Subsect. 3.5. Sect. 4 is devoted to the torus-equivariant
case (Theorem B), where we can derive a more explicit statement. We end
with some examples, including concentration for the moduli stack of Higgs
bundles on a curve with its canonical Gm-scaling action (Corollary C).
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1. Preliminaries on stacks

1.1. Stacks. We fix a base commutative ring k and denote by Stkk the
∞-category of Artin stacks9 that are locally of finite type over k and have
quasi-compact and separated diagonal. Given an Artin stack S ∈ Stkk, we
denote by StkS the ∞-category of locally of finite type Artin stacks over S
with quasi-compact and separated diagonal.

Let us briefly review the definitions; we refer to [Gai, §4.2] or [Toë, §3.1]
for more details. A prestack is a presheaf of ∞-groupoids on the site of
k-schemes. A stack is a prestack that satisfies hyperdescent with respect to
the étale topology.

A stack is 0-Artin if it is an algebraic space, i.e., if it has schematic and
monomorphic (= (−1)-truncated) diagonal10 and admits a surjective étale
morphism from a k-scheme. A stack is n-Artin, for n > 0, if it has (n − 1)-
representable diagonal and admits a surjective smooth morphism from a
scheme. A stack is Artin if it is n-Artin for some n. A stack is Deligne–
Mumford if it has representable (= 0-representable) diagonal and admits a
surjective étale morphism from a scheme, or equivalently if it is 1-Artin with
unramified diagonal.

In the above definitions, a morphism of prestacks f ∶ X → Y is called
schematic, resp. (n − 1)-representable, if for every scheme S and every
morphism S → Y , the base change X ×Y S is a scheme, resp. (n − 1)-Artin.
An (n − 1)-representable morphism f ∶ X → Y is étale (resp. smooth, flat,
surjective), if for every scheme S and every morphism S → Y , the morphism
of (n − 1)-representable stacks X ×Y S → S is étale (resp. smooth, flat,
surjective).

1.2. Points. A point of a prestack X is a field-valued point, i.e., a morphism
x ∶ Spec(k(x)) →X where k(x) is a field (which we call the residue field at
x). A geometric point of X is a field-valued point x whose residue field k(x)
is an algebraic closure of a residue field of k at a prime ideal p. A morphism
of stacks is surjective if it is surjective on geometric points.

The set of points of X, denoted ∣X ∣, is the colimit

limÐ→
κ

π0X(κ),

taken over fields κ, in the category of sets. Here π0X(κ) is the set of connected
components of the ∞-groupoid X(κ), and given a field extension κ′ → κ,
the corresponding transition arrow is the map induced by X(κ′) →X(κ) on
sets of connected components. When X is 1-Artin, ∣X ∣ admits a canonical
structure of topological space (see e.g. [SP, Tag 04XL]).

9Note that, except in the introduction, all our stacks are implicitly higher by default,
i.e., they define sheaves of ∞-groupoids.

10hence in particular takes values in sets (= 0-truncated ∞-groupoids)
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1.3. Stabilizers. Let X be a 1-Artin stack and x a point. The stabilizer at
x is the group algebraic space AutX(x) of automorphisms of x. This can
be defined equivalently as the fibred product Spec(k(x))×X Spec(k(x)), the
fibre of the diagonal X →X ×X over (x, x), or the fibre of the projection of
the inertia stack IX →X over x.

We say a 1-Artin stack X has affine stabilizers if for every point x of X, the
stabilizer AutX(x) is affine. If X has affine inertia or affine diagonal, then it
has affine stabilizers.

We say that X has finite stabilizers if for every point x the stabilizer AutX(x)
is finite (over Spec(k(x))), or equivalently if X has quasi-finite diagonal. If
X is Deligne–Mumford or has quasi-finite inertia, then it has finite stabilizers.

1.4. Stabilizers of group actions. Given an action of an algebraic group
G on an Artin stack X, we define the stabilizer of the action (“G-stabilizer”)
at any point x of X. When the stabilizer at x of X itself is trivial, this
coincides with the stabilizer of the quotient stack [X/G] at x.

We fix an fppf group algebraic space G over a k-scheme S.

Remark 1.1. Let f ∶ X → Y be a morphism of Artin stacks over S. The
relative inertia stack IX/Y is a group Artin stack over X which fits into a
cartesian square

IX/Y IX/S

X IY /S ×Y X

of group stacks over X. The lower horizontal arrow is the base change of
the identity section e ∶ Y → IY /S . When f is representable, IX/Y → X is
an isomorphism, i.e., IX/S → IY /S ×Y X is a monomorphism of group stacks.
See e.g. [SP, Tag 050P].

Remark 1.2. Let X be an Artin stack over S with G-action and denote
by X = [X/G] the quotient stack. Applying Remark 1.1 to the morphisms
X ↠ X and X→ BG, we get the cartesian squares of group stacks over X

X IX/S X

X IX/S ×X X G×S X,

where IX/X ≃ X since X ↠ X is representable and the right-hand vertical
arrow is the identity section. For every S-scheme A and every A-valued point
x of X, this gives rise to an exact sequence of group algebraic spaces over A

1→ AutX(x) → AutX(x)
αAÐ→ GA (1.3)

where GA ∶= G×S A denotes the fibre of G over x.

Definition 1.4. Let X be an Artin stack over S with G-action. For any
scheme A and every A-valued point x of X, the G-stabilizer (or stabilizer of
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the G-action) at x is an fppf sheaf of groups StG
X(x) defined as the cokernel

of the homomorphism AutX(x) ↪ AutX(x). Thus we have a short exact
sequence

1→ AutX(x) → AutX(x) → StG
X(x) → 1 (1.5)

of sheaves of groups over A. Note that StG
X(x) can be regarded as a subgroup

of GA, since it is the image of αA ∶ AutX(x) → GA.

Remark 1.6. For a field-valued point x ∶ Spec(k(x)) →X, the G-stabilizer
StG

X(x) is a group algebraic space. This follows from [SGA3, Exp. V,
Cor. 10.1.3], since in this case AutX(x) is flat over Spec(k(x)). Since X has
separated diagonal, StG

X(x) is moreover a group scheme by [SP, 0B8F].

Remark 1.7. When X has trivial stabilizers (i.e., is an algebraic space),
then the G-stabilizer StG

X(x) at a point x is nothing else than AutX(x), the
stabilizer at x of the quotient stack X = [X/G].

Remark 1.8. Let X be an Artin stack over S with G-action. Let A be an S-
scheme and x an A-valued point of X. From the short exact sequence (1.5) we
see that the induced morphism BAutX(x) → BAutX(x) is a StG

X(x)-torsor,
where X = [X/G]. Moreover, there is a commutative diagram

BAutX(x) X

BAutX(x) X

where the right-hand arrow is a G-torsor. In particular, we find that there is
a canonical StG

X(x)-action on the group algebraic space AutX(x), and the
canonical monomorphism

BAutX(x) ↪X

is equivariant with respect to the StG
X(x)-action on the source and G-action

on the target.

1.5. Fixed loci. Fix an fppf group algebraic space G over a k-scheme S.
Let X be an Artin stack over S with G-action.

Definition 1.9. We define the G-fixed locus XG ⊆ X as follows. An A-
point x ∈ X(A), where A is an S-scheme, belongs to XG if and only if the
homomorphism of group algebraic spaces over A (1.3)

αA ∶ Aut
[X/G](x) → GA

is surjective11. In other words, XG is the locus of points x ∈X(A) where the
inclusion of the G-stabilizer StG

X(x) ⊆ GA is an equality (see Definition 1.4).

Definition 1.10. When the subset ∣XG∣ ⊆ ∣X ∣ is closed, it follows that there
exists a reduced closed substack XG

red of X such that ∣XG
red∣ = ∣XG∣. In that

case, we refer to XG
red ⊆X as the reduced G-fixed locus.

11i.e., an effective epimorphism of fppf sheaves: it admits a section after base change
along some fppf cover A′ ↠ A
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Definition 1.11. The homotopy G-fixed point stack of X, denoted XhG, is
defined as follows. An A-point of XhG, where A is an S-scheme, amounts
to an A-point x ∈ X(A) together with a group-theoretic section of the
homomorphism (1.3)

αA ∶ Aut
[X/G](x) → GA

of group algebraic spaces over A. The projection XhG →X factors through
the fixed locus XG ⊆X by definition.

We recall the following results from [AKLPR, App. A]:

Theorem 1.12. Let S be a k-scheme and G → S an fppf group algebraic
space with connected fibres. Then for every Artin stack X over S with
G-action, we have:

(i) Suppose X is an algebraic space. Then there is a canonical isomor-
phism XG ≃ XhG

cl over X. Moreover, the morphisms XG → X and
XhG →X are closed immersions.

(ii) Suppose X is locally of finite type over k and 1-Artin with finite
stabilizers. Then the subset ∣XG∣ ⊆ ∣X ∣ is closed. In particular, the
reduced G-fixed locus XG

red ⊆X exists.
(iii) Suppose S is locally noetherian, G = T → S is a split torus, and

X is of finite type over k and 1-Artin with affine stabilizers. Then
there exists an isogeny ρ ∶ T ′ ↠ T where T ′ is a split torus over S
and a canonical surjection XhT ′

red →XT
red over X, where the target is

the reduced T -fixed locus. In particular, the set-theoretic image of
XhT ′ →X coincides with ∣XT ∣ ⊆ ∣X ∣.

(iv) Suppose S is locally noetherian, G = T → S is a split torus, and X is
locally of finite type over k and Deligne–Mumford with quasi-compact
separated diagonal. Then the canonical morphism XhT → X is a
closed immersion.

Proof. See Prop. A.21, Prop. A.12, Cor. A.42, and Prop. A.23, respectively,
of [AKLPR]. □

2. Intersection theory on stacks

In this section we briefly summarize the definitions and main properties of
motivic Borel–Moore homology of Artin stacks from [Kha1].

2.1. Motivic Borel–Moore homology.

2.1.1. Motivic spectra. Let SH(k) denote the stable ∞-category of motivic
spectra over Spec(k); see e.g. [Voe, Kha2] for definitions. We let Λ ∈ SH(k)
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be a motivic commutative ring spectrum which is Q-linear and oriented,
such as

Λ =Qmot (motivic cohomology),
Λ = KGLQ (algebraic K-theory),
Λ =MGLQ (algebraic cobordism).

see Examples 2.10, 2.12, and 2.13 of [Kha1]. By [CD, Cor. 14.2.16], we may
(and will) regard Λ as a Qmot-algebra.

We consider the twists

Λ⟨n⟩ ∶= Λ(n)[2n] ∈ SH(k)

where Λ(n) is the Tate twist by n ∈ Z (see [CD, Def. 2.4.17]).

2.1.2. Generalized Borel–Moore chains. Given an Artin stack X ∈ Stkk, we
have the complexes of Borel–Moore chains with coefficients in Λ (see [Kha1,
§2.1]):

CBM
●
(X; Λ) ∶= RΓ(X, a!

XΛ),
where aX ∶X → Spec(k) is the structural morphism and a!

X is the !-inverse
image functor constructed in [Kha1, Thm. A.5]. We regard this as a complex,
which here is an abbreviation of “object of the derived ∞-category D(Q) of
chain complexes of Q-vector spaces”.

We will often omit the coefficient when it is understood, and write

CBM
●
(X)⟨n⟩ ∶= CBM

●
(X; Λ⟨n⟩)

for the twists.

Explicitly, CBM
●
(X) can be described as a homotopy limit

CBM
●
(X) ≃ lim←Ð

(U,u)

CBM
●
(U)⟨−du⟩

over pairs (U, u) where U ∈ Stkk is a scheme and u ∶ U → X is a smooth
morphism of relative dimension du.

When X is a global quotient stack [U/G], CBM
●
(X) can be described as

Borel-type G-equivariant Borel–Moore chains on U ; see [KR1, Cor. 6.2].

2.1.3. Operations. Each CBM
●
(X; Λ)⟨n⟩ is a module over the complex of

cochains,
C●(X; Λ) ∶= RΓ(X, a∗XΛ)

by cap product (see [Kha1, 2.2.6]).

Given a proper morphism f ∶X → Y in Stkk, there is a push-forward map

f∗ ∶ CBM
●
(X) → CBM

●
(Y )

induced by the counit f∗f
! ≃ f!f

! → id (see [Kha1, 2.2.1]).
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Given a smooth morphism f ∶X → Y of relative dimension d in Stkk, there
is a Gysin pull-back map

f ! ∶ CBM
●
(Y ) → CBM

●
(X)⟨−d⟩

induced by the cotrace id→ f∗f
!⟨−d⟩ (see [Kha1, 2.2.2]).

2.1.4. Relative and equivariant versions. For a morphism f ∶X → S in Stkk,
we consider relative Borel–Moore chains:

CBM
●
(X/S ; Λ) ∶= RΓ(X, f !(ΛS)),

where ΛS = a∗S(Λ) for aS ∶ S → Spec(k) the projection. As in the absolute
case, these admit proper push-forward and smooth Gysin pull-back functori-
ality in X. Note that CBM

●
(X) = CBM

●
(X/k) and C●(X) = CBM

●
(X/X).

Let G be an fppf group algebraic space over k. For every X ∈ Stkk with
G-action, we write

C●G(X) ∶= C●([X/G]),
CBM,G
●

(X) ∶= CBM
●
([X/G]/BG),

for G-equivariant cochains and G-equivariant Borel–Moore chains on X.
Since BG is smooth of dimension −dim(G), we have

CBM,G
●

(X) ≃ CBM
●
([X/G])⟨−dim(G)⟩.

2.1.5. Periodization. We consider the commutative Λ-algebra

Λ⟨∗⟩ ∶= Λ[γ, γ−1] ≃ Λ⊗Qmot Qmot[γ, γ−1] ∈ SH(k)
where γ ∶ Λ⟨1⟩ → Λ⟨∗⟩ is a free invertible generator (cf. [CD, Cor. 14.2.17(3)]).
At the level of Λ-modules, we have Λ⟨∗⟩ ≃ ⊕i∈Z Λ⟨i⟩. Note that Λ ↦ Λ⟨∗⟩
commutes with ∗-pullback along X → Spec(k).

We also consider the C●(X)-algebras

C●(X)⟨∗⟩ ∶= C●(X)[γ, γ−1] ∶= ⊕
i∈Z

C●(X)⟨i⟩,

Ĉ●(X)⟨∗⟩ ∶= C●(X)Jγ, γ−1K ∶= ∏
i∈Z

C●(X)⟨i⟩.

There are canonical maps

C●(X)⟨∗⟩ → C●(X; Λ⟨∗⟩) → Ĉ●(X)⟨∗⟩. (2.1)

We consider the periodized Borel–Moore chain complexes

CBM
●
(X)⟨∗⟩ ∶= CBM

●
(X)[γ, γ−1],

ĈBM
●
(X)⟨∗⟩ ∶= CBM

●
(X)Jγ, γ−1K

as modules over C●(X)⟨∗⟩ and Ĉ●(X)⟨∗⟩, respectively.

For G an fppf group algebraic space over k, we define C●G(X)⟨∗⟩, Ĉ●G(X)⟨∗⟩,
CBM,G
● (X)⟨∗⟩, and ĈBM,G

● (X)⟨∗⟩ similarly.
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2.1.6. Chern character. The Chern character induces a canonical isomor-
phism

KGLQ ≃Qmot⟨∗⟩
of Qmot-algebras in SH(k) by [CD, Cor. 14.2.17(3)]. Via the Qmot⟨∗⟩-algebra
structure on Λ⟨∗⟩ we obtain a canonical map

ch ∶ KGLQ → Λ⟨∗⟩
of Qmot-algebras.

For every X ∈ Stkk this yields a canonical map

C●(X; KGLQ) → C●(X; Λ⟨∗⟩) → Ĉ●(X; Λ)⟨∗⟩
where the second arrow is as in (2.1). Recall from [Kha1, Ex. 2.13] that
C●(X; KGLQ) is identified with the étale K-theory of X (see [Kha3, §5.2]).
Via the canonical map from K-theory to its étale localization, we thus get a
Chern character map

ch ∶ K(X) → Két(X)Q ≃ C●(X; KGLQ) → Ĉ●(X; Λ)⟨∗⟩.

In particular, K-theory classes α ∈ K(X) act on ĈBM
●
(X; Λ)⟨∗⟩.

For example, for any fppf group algebraic space G over k, there is a ring
homomorphism

R(G) ≃ K0(BG) → π0Ĉ●(BG; Λ)⟨∗⟩
where R(G) is the representation ring of G. When G acts on X ∈ Stkk,
π0ĈBM,G

● (X; Λ) is thus a R(BG)-module.

2.2. Chow, G-theory, bordism.

2.2.1. Chow homology. For Λ =Qmot the motivic cohomology spectrum, we
write

An(X, s) ∶= πsCBM
●
(X; Qmot⟨−n⟩) ≃ H−2n−s(X; a!

XQmot(−n))
for every X ∈ Stkk and n, s ∈ Z, and An(X) ∶= An(X, 0).

Suppose X is a global quotient stack, e.g. [U/G] where U is an algebraic
space of finite type over k and G is a linear algebraic group over k acting on U .
Then An(X) is identified with the equivariant Chow group AG

n−dim(G)(U)⊗Q
of [EG1] by [KR1, Cor. 6.5]. In particular, it is identified with Kresch’s Chow
group [Kre] in this case.

Suppose X is a 1-Artin stack with finite inertia12. Then X admits a coarse
moduli space π ∶X →M [KM] and the push-forward π∗ ∶ An(X) → An(M)
is an isomorphism by proper codescent (see [Kha3, Thm. 5.7]). In particular,
A∗(X) is identified with Kresch’s Chow groups also in this case.

In fact, for any 1-Artin stack X there is a canonical map to An(X) from
Kresch’s Chow group, specializing to the above isomorphisms. It will be

12When X is separated, this is equivalent to having finite stabilizers.
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shown in [BP] that it is invertible as long as X has affine stabilizers (and
hence admits a stratification by global quotient stacks).

2.2.2. G-theory. For Λ = KGLQ the algebraic K-theory spectrum, we write

Gét
s (X) ∶= πsCBM

●
(X; KGLQ)

for every X ∈ Stkk and s ∈ Z. These are the étale G-theory groups of X
(see [Kha1, Ex. 2.13] and [Kha3, §5.2]). Recall that we have KGLQ⟨n⟩ ≃
KGLQ for all n ∈ Z. We have the étale-local Grothendieck–Riemann–Roch
isomorphism

Gét
s (X) ≃ ∏

n∈Z
An(X, s)

for all s by [Kha1, §3.5].

For X = [U/G] a quotient stack, Gét
s (X) is Borel-equivariant G-theory

G◁,G
s (U)Q by [KR1, Cor. 7.8]. In particular, Gét

0 (X) is the completion
GG

0 (U)∧IG
of the Grothendieck group of G-equivariant coherent sheaves at

the augmentation ideal IG.

2.2.3. Bordism. For Λ =MGLQ the algebraic cobordism spectrum, we write

Ωn(X, s) ∶= πsCBM
●
(X; MGLQ⟨−n⟩)

for every X ∈ Stkk and n, s ∈ Z, and Ωn(X) ∶= Ωn(X, 0).

When X = [U/G] is a quotient stack and k is of characteristic zero, Ωn(X)
is identified with the equivariant bordism group ΩG

n−dim(G)(U)⊗Q of [HML]
by [KR1, Thm. 8.4].

2.2.4. Betti/ℓ-adic Borel–Moore homology. The definition of Borel–Moore
chains makes sense in any appropriate six functor formalism. Specifically,
for the purposes of this paper, one can replace SH(−) by any étale-local
oriented topological weave [Kha4]; see also [KR2].

For example, over k = C we may take Λ = Q in the derived ∞-category of
abelian groups, and form CBM

●
(X; Q) using the !-pullback functor on derived

∞-categories of sheaves of abelian groups. See e.g. [KK, §1.1] for the six
functor formalism on Artin stacks in this context.

Similarly, over a field k in which ℓ is invertible, we may form CBM
●
(X; Qℓ)

using the six functor formalism for ℓ-adic sheaves on Artin stacks [LZ1, LZ2].

2.3. Localization triangle.

Theorem 2.2. Let S ∈ Stkk, X ∈ StkS, and i ∶ Z →X, j ∶ U →X a pair of
complementary closed and open immersions. Then there is a canonical exact
triangle

CBM
●
(Z/S)

i∗Ð→ CBM
●
(X/S)

j!

Ð→ CBM
●
(U/S)

in D(S).



16 D. ARANHA, A. A. KHAN, A. LATYNTSEV, H. PARK, AND C. RAVI

Proof. By [Kha1, Thm. 2.18] we have for every motivic sheaf F on X the
exact triangle

i∗i
!(F) → F → j∗j

!(F).
The claim follows by taking F = f !(ΛS), where f ∶ X → S is the structural
morphism, and applying derived global sections. □

2.4. Projective bundle formula.

Theorem 2.3. Let S ∈ Stkk and X ∈ StkS. Let E be a locally free sheaf
on X of rank r + 1 (r ⩾ 0), and write π ∶ P = P(E ) → X for the associated
projective bundle. Then the maps

π!(−) ∩ e(O(−1))∪i ∶ CBM
●
(X/S) → CBM

●
(P/S)⟨−r + i⟩,

induce a canonical isomorphism of C●(X)-modules

⊕
0⩽i⩽r

CBM
●
(X/S)⟨r − i⟩ → CBM

●
(P/S). (2.4)

Proof. Since CBM
●
(−/S) satisfies étale descent, the map (2.4) is the limit over

smooth morphisms t ∶ T →X with T a scheme of the analogous maps

⊕
0⩽i⩽r

CBM
●
(T/S)⟨r − i − dt⟩ → CBM

●
(T ×

S
P/S)⟨−dt⟩,

where dt is the relative dimension of t ∶ T → X. We may therefore assume
that X is a scheme. By Zariski descent on X, we may further assume that E
admits a trivial direct summand. It is therefore enough to show the following:

(∗) If (2.4) is invertible for E = E0 (locally free of rank r), then it is also
invertible for E = E0 ⊕O.

Let P0 = P(E0), P = P(E0 ⊕ O), and E = V(E ) = P ∖ P0. Consider the
following diagram:

⊕r−1
0 CBM

●
(X/S)⟨r − 1 − i⟩ ⊕r

0 CBM
●
(X/S)⟨r − i⟩ CBM

●
(X/S)⟨r⟩

CBM
●
(P0/S) CBM

●
(P/S) CBM

●
(E/S)

where the upper row is split exact and the lower horizontal row is the
localization triangle. The right-hand vertical arrow is Gysin along the
projection E → X (which is invertible by homotopy invariance), and the
left-hand and middle vertical arrows are (2.4) for E = E0 and E = E0 ⊕ O,
respectively. Hence it will suffice to show that this diagram is commutative.

The inclusion i ∶ P0 ↪ P exhibits P0 as the zero locus on P of the cosection
π∗(OP (−1)) ⊕OP → OP (the projection onto the second component), so we
have a canonical homotopy

i∗i
!(−) ≃ (−) ∩ e(OP (−1))

of maps CBM
●
(P/S) → CBM

●
(P/S)⟨1⟩. The induced homotopy

i∗π
!
0(−) ≃ π!(−) ∩ e(OP (−1)),
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where π0 ∶ P0 → X and π ∶ P → X are the projections, then gives rise to a
homotopy up to which the left-hand square in the above diagram commutes.
Since OP (−1) on P restricts to the trivial line bundle on E, there are
canonical homotopies e(OP (−1))∪i∣E ≃ 0 for all i > 0, whence a homotopy up
to which the right-hand square also commutes. The claim follows. □

2.5. Reduction to the subtorus. Note that the first part of the statement
below holds for Λ not necessarily Q-linear.

Theorem 2.5. Let S ∈ Stkk and X ∈ StkS. Suppose G = GLn acts on X and
denote by T ⊆ G the subgroup of diagonal matrices. Then Gysin pull-back
along the smooth morphism p ∶ [X/T ] → [X/G]

p! ∶ CBM
●
([X/G]/S) → CBM

●
([X/T ]/S)⟨−d⟩,

where d = dim(G/T ), admits a C●([X/G])-module retract. Moreover, it
induces an isomorphism

p! ∶ CBM
●
([X/G]/S)bQ→ CBM

●
([X/T ]/S)hW ,

where (−)hW denotes homotopy invariants with respect to the W -action
induced by the canonical W -action on [X/T ].

Proof. Since [X/T ] → [X/B] is an affine bundle, where B ⊆ G is the Borel
subgroup, the Gysin map

CBM
●
([X/B]/S) → CBM

●
([X/T ]/S)

is invertible by homotopy invariance. Therefore, it is enough to show that
the Gysin map

CBM
●
([X/G]/S) → CBM

●
([X/B]/S)

admits a retract. Under the Morita isomorphism [X/B] ≃ [(X ×G/B)/G]
(with G acting on G/B by conjugation), this is identified with the Gysin map

f ! ∶ CBM
●
([X/G]/S) → CBM

●
([(X ×G/B)/G]/S)

where f ∶ [(X ×G/B)/G] → [X/G] is the canonical morphism. Note that f
is proper (since G/B is proper over k), so that there is a proper push-forward
f∗. We claim that this provides the desired retract. Indeed, since G/B is the
scheme of complete flags in An

X over X, the projection f factors as a sequence
of iterated projective bundles. Thus the claim follows from the fact that for a
projective bundle π, the pullback π! admits a retract by the projective bundle
formula (Theorem 2.3), cf. [Ful, Ex. 3.3.5]. The second part follows similarly
from the projective bundle formula; see again loc. cit. and also recall that
with rational coefficients, the homotopy groups of the homotopy invariants
can be computed as the ordinary invariants of the homotopy groups. □

3. Concentration

In this section we assume the base ring k is noetherian. Let Λ ∈ D(k) be
an object, fixed throughout the section. As per our conventions recalled in
Subsect. 2.1, we will leave Λ implicit in the notation.
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3.1. The master theorem. Given any set Σ of line bundles on an Artin
stack X, our main result is a stabilizer-wise criterion for torsionness of Borel–
Moore chains on X with respect to the first Chern classes of the line bundles
in Σ.

Notation 3.1. Let X ∈ Stkk be quasi-compact and let Σ ⊆ Pic(X) be a
subset. We consider the localizations

C●(X)Σ-loc ∶= C●(X)⟨∗⟩[c1(Σ)−1]
and

CBM
●
(X)Σ-loc ∶= CBM

●
(X)⟨∗⟩[c1(Σ)−1] ≃ CBM

●
(X) ⊗C●(X) C●(X)Σ-loc.

We omit Σ from the subscript when there is no risk of confusion.

Remark 3.2. On homotopy groups, we have

πsCBM
●
(X)Σ-loc ≃ πs(CBM

●
(X)⟨∗⟩)[c1(Σ)−1]

by [Lur, Prop. 7.2.3.25(2)]. In particular, for Λ =Qmot and s = 0 we recover
the localization A∗(X)loc appearing in the statement of Theorem A.

Definition 3.3. Let X ∈ Stkk and Σ ⊆ Pic(X) a subset. We introduce the
following condition on Σ:

(L) For every geometric point x of X, there exists an invertible sheaf L (x) ∈ Σ
whose restriction L (x)∣BAutX(x) is trivial.

Remark 3.4. If k is a field, we may also consider variants of condition (L)
where we look at k-rational points or k̄-rational points for an algebraic
closure k̄ of k. The distinction between these versions will play no role in our
proofs, so we may sometimes abuse language by referring to any of them as
“condition (L)” when there is no risk of confusion. The same applies for other
variants of this condition that we will consider below, such as conditions (K)
and (LG).

The main result of this section is as follows:

Theorem 3.5. Let S ∈ Stkk, X ∈ StkS quasi-compact 1-Artin with affine
stabilizers, and Σ ⊆ Pic(X) a subset. If Σ satisfies condition (L) for X, then
we have

CBM
●
(X/S)Σ-loc = 0.

Corollary 3.6. Let X ∈ Stkk be quasi-compact 1-Artin with affine stabilizers.
If Σ satisfies condition (L) for X, then we have C●(X)Σ-loc = 0.

Proof. Take S = X in Theorem 3.5. □

Corollary 3.7. Let S ∈ Stkk, Z,X ∈ Stkk quasi-compact 1-Artin with affine
stabilizers, and i ∶ Z → X a closed immersion over S. Let Σ ⊆ Pic(X) be a
subset satisfying condition (L) for X ∖ Z. Then the direct image map

i∗ ∶ CBM
●
(Z/S)Σ-loc → CBM

●
(X/S)Σ-loc

is invertible.
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Proof. Follows by the localization triangle. □

We will also consider the following variant where Σ is a set of K-theory
classes.
Variant 3.8. Let Σ ⊆ K0(X) be a set of K-theory classes on X. We may
consider the following variant of condition (L):

(K) For every geometric point x of X, we have
K0(BAutX(x))[Σ−1] = 0,

where the action of Σ is given by inverse image along BAutX(x) → X.
Remark 3.9. Condition (K) can be reformulated as follows: for every
geometric point x of X, there exists a K-theory class α(x) ∈ K0(X) which
belongs to the multiplicative closure of Σ such that α(x)∣BAutX(x) = 0.

Recall from (2.1.6) that there is a canonical action of K-theory on Borel–
Moore chains via the Chern character. We consider the localizations at
ch(Σ) ⊆ π0Ĉ●(X)⟨∗⟩:

Ĉ●(X)Σ-loc ∶= Ĉ●(X)⟨∗⟩[ch(Σ)−1]
ĈBM
●
(X)Σ-loc ∶= ĈBM

●
(X)⟨∗⟩[ch(Σ)−1].

We have the following analogue of Theorem 3.5:
Theorem 3.10. Let S ∈ Stkk, X ∈ StkS quasi-compact 1-Artin with affine
stabilizers, and Σ ⊆ K0(X) a subset. If Σ satisfies condition (K) for X, then
we have

ĈBM
●
(X/S)Σ-loc = 0.

3.2. Generic slices. The proof of Theorem 3.5 will require a useful result
of Thomason (see [Tho1, Thm. 4.10, Rem. 4.11]) which we reformulate here
in stacky terms for the reader’s convenience.
Proposition 3.11. Let T be a diagonalizable torus of finite type over a
noetherian scheme S. Let X be a reduced algebraic space of finite type over
S with T -action. Then there exists a T -invariant nonempty affine open
subspace U ⊆X such that there is a canonical isomorphism

[U/T ] ≃ BT ′ ×
S

V

of stacks over BT , for some subgroup T ′ ⊆ T and affine scheme V over S.

Proof. Recall that the schematic locus X0 ⊆ X is a nonempty open (see
[SP, Tags 03JH, 03JG]). We claim that X0 is T -invariant, i.e., the action
morphism T ×S X0 → X factors through X0. In other words, the open
immersion T ×S X0 ×X X0 → T ×S X0 (base change of the inclusion X0 →X)
is invertible. We may assume that S is the spectrum of an algebraically
closed field k, and it will suffice to check this on k-points. Let t ∶ Spec(k) → T
be a k-point. Then t defines an isomorphism t ∶ X → X. Then t(X0) ⊆ X
is a scheme and hence t(X0) ⊆ X0 (since X0 is the largest open which is a
scheme). Since t was arbitrary, this shows that X0 is T -invariant.
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Replacing X by X0, we may assume that X is a scheme. Now the claim follows
by combining [Tho1, Lem. 4.3]13 and [Tho1, Thm. 4.10, Rem. 4.11]. □

3.3. Proof of Theorem 3.5. Let the notation be as in Theorem 3.5. By
nil-invariance of Borel–Moore homology, we may replace all stacks by their
reductions. Since X has affine stabilizers, it admits a stratification by global
quotient stacks (see [HR, Prop. 2.6]), so again using the localization triangle
we may assume that X = [X/G], where X is a reduced quasi-affine scheme of
finite type over k and G = GLn, n ⩾ 0. Using Theorem 2.5, we may replace G
by its maximal subtorus G×n

m and thereby assume G is a split torus. (Note
that the condition on Σ is clearly preserved under this change of notation.)

By Proposition 3.11, there is a nonempty G-invariant affine open U of X
and a diagonalizable subgroup H of G such that [U/G] ≃ Y ×BH with Y
an affine scheme. By noetherian induction and the localization triangle, we
may replace X by U , and then further replace X by Y and G by H so that
X =X ×BG. (Again, note that the condition on Σ is preserved.)

We can assume X is nonempty, so that by condition (L) there exists a
geometric point x of X and an invertible sheaf L ∈ Pic(X) such that
L ∣BGk(x) is trivial. It is enough to show that c = c1(L ) is nilpotent as an
element of the ring π0C●(X)⟨∗⟩.

Since G is diagonalizable, we may write L =Lm∣X ⊗mOBG∣X where m is a
character of G and Lm is an invertible sheaf on X (see [SGA3, Exp. I, 4.7.3]).
The equality c∣BGk(x) = 0 thus implies that the invertible sheaf L ∣BGk(x) is
trivial, i.e., m = 1 and L ≃ L1∣X. Thus c = c1(L1)∣X. Since X is a scheme,
c1(Lm) is nilpotent (see e.g. [Dég, Prop. 2.1.22(1)]), hence so is c.

Remark 3.12. One can always find a finite subset Σ0 ⊆ Σ such that the
conclusion of Theorem 3.5 still holds. Indeed, note that after the reductions
we only need a single element of Σ, and in each reduction step we only need
to use finitely many more elements.

3.4. Proof of Theorem 3.10. After the same reductions as in the proof of
Theorem 3.5, we reduce to the case where X =X ×BG with X a (nonempty)
reduced quasi-affine scheme and G a diagonalizable group scheme. By
condition (K), there exists a geometric point x of X and a class α ∈ Σ
with α∣BGk(x) trivial, where Gk(x) ≃ AutX(x) is the base change of G to
the residue field k(x). It is enough to show that α is nilpotent as an
element of K0(X). If N denotes the group of characters of G, then we have
K0(X) ≃ K0(X)⊗Z Z[N] (see [SGA3, Exp. I, 4.7.3], as in [Tho1, Lem 4.14]).
Thus we may write α = ∑i ai ⊗ bi, where ai ∈ K0(X) and bi are pairwise
distinct elements of N . Restricting α along BGk(x) → X and identifying
K0(BGk(x)) ≃ Z[N], we get ∑i rk(ai) ⋅ bi = 0 in Z[N], and hence rk(ai) = 0
for all i. Thus by [SGA6, Exp. VI, Prop. 6.1], ai are all nilpotent as elements
of K0(X). In particular, α is also nilpotent as claimed.

13One could skip the reductions above by simply observing that the argument of loc.
cit. goes through without the locally separatedness assumptions.
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3.5. The equivariant master theorem. We formulate a G-equivariant
version of condition (L):

Definition 3.13. Let G be an fppf group algebraic space over k acting on
X ∈ Stkk, and Σ ⊆ Pic(BG) a subset. We introduce the following condition
on Σ:

(LG) For every geometric point of X there exists a rank one G-representation
L (x) ∈ Σ such that the StG

X(x)-representation L (x)∣BStG
X(x)

is trivial.

Here StG
X(x) is the G-stabilizer at the point x (see Definition 1.4).

Specializing Theorem 3.5 to the case of quotient stacks yields the following
equivariant version of the master theorem. As in Notation 3.1, (−)Σ-loc
denotes (−)⟨∗⟩[c1(Σ−1)].

Corollary 3.14. Let S ∈ Stkk and G an fppf group algebraic space over k
acting on a 1-Artin X ∈ StkS with affine stabilizers. Let Σ ⊆ Pic(BG) be a
subset which satisfies condition (LG) for X. Then we have

CBM
●
([X/G]/S)Σ-loc = 0

and in particular CBM,G
● (X)Σ-loc = 0.

Proof. Apply Theorem 3.5 to the quotient stack X = [X/G] (with Σ ⊆ Pic(X)
the inverse image of Σ along X = [X/G] → BG). Since there is a commutative
square

BAutX(x) BStG
X(x)

X BG,

triviality of a line bundle over BStG
X(x) implies triviality over BAutX(x). □

Corollary 3.15. Let G be an fppf group algebraic space over k. Let S ∈ Stkk

and i ∶ Z → X a G-equivariant closed immersion over S where Z, X ∈ StkS

are quasi-compact 1-Artin with affine stabilizers. Let Σ ⊆ Pic(BG) be a
subset which satisfies condition (LG) for X ∖Z. Then the direct image map

i∗ ∶ CBM
●
([Z/G]

/S)Σ-loc → CBM
●
([X/G]

/S)Σ-loc

is invertible.

We similarly have an equivariant version of conditions (K):

Variant 3.16. Let G act on X ∈ Stkk and Σ ⊆ R(G) ≃ K0(BG) a subset.

(KG) For every geometric point x of X we have

K0(BStG
X(x))[Σ−1] = 0.

For Λ rational, we may then specialize Theorem 3.10 to the equivariant case
as above.
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3.6. Base change.

Lemma 3.17. Let X,X′ ∈ Stkk be 1-Artin and let f ∶ X′ → X be a morphism.
Let Σ ⊆ Pic(X) be a subset and denote by Σ′ ⊆ π0C●(X′)⟨∗⟩ its image by f∗.
If Σ satisfies condition (L) for X, then Σ′ satisfies condition (L) for X′.

Proof. Let x′ be a geometric point of X′ and consider its image x = f(x)
in X. By assumption, there exists an invertible sheaf L (x) ∈ Σ with
c1(L (x))∣BAutX(x) = 0. Then its inverse image L (x′) ∶= f∗L (x) belongs to
Σ′. Since there is a morphism of group schemes AutX′(x′) → AutX(x), we
also have c1(L (x′))∣BAutX′(x′) = 0. □

Corollary 3.18. Let G be an fppf group algebraic space over k acting on
X, X ′ ∈ Stkk which are 1-Artin and let f ∶ X ′ → X be a G-equivariant
morphism. If Σ ⊆ Pic(BG) satisfies condition (LG) for X, then it also
satisfies condition (LG) for X ′.

Combining this with equivariant concentration (Theorem 3.15) yields:

Corollary 3.19. Let G be an fppf group algebraic space over k. Let S ∈ Stkk,
Z, X ∈ StkS quasi-compact 1-Artin with affine stabilizers, and i ∶ Z → X a
G-equivariant closed immersion over S. Let Σ ⊆ Pic(BG) be a subset which
satisfies condition (LG) for X ∖ Z. Then for every morphism f ∶ X ′ → X,
direct image along the base change i′ ∶ Z ′ = Z ×X X ′ → X ′ induces an
isomorphism

i′
∗
∶ CBM,G
●

(Z ′)Σ-loc → CBM,G
●

(X ′)Σ-loc.

Construction 3.20. Let G be an fppf group algebraic space over k with
connected fibres, acting on a finite type 1-Artin X ∈ Stkk with affine stabiliz-
ers. Suppose we are given a G-equivariant morphism π ∶X →M to a finite
type algebraic space M ∈ Stkk. Denote by MG the fixed locus of M (see
Theorem 1.12(i)), and form the cartesian square

MG ×M X X

MG M.

π

Corollary 3.21. Let the notation be as in Construction 3.20. For any
subset Σ ⊆ Pic(BG), condition (LG) for M ∖MG implies condition (LG) for
X ∖ (MG ×M X). In particular, the direct image map

i∗ ∶ CBM,G
●

(MG ×
M

X)Σ-loc → CBM,G
●

(X)Σ-loc

is invertible.

Remark 3.22. For example, if G = T is diagonalizable then we may take Σ
to be the set of nontrivial rank one representations L ∈ Pic(BT ). Compare
[Jos, Prop. 6.9] for G-theory of smooth Deligne–Mumford stacks with torus
action over an algebraically closed field.

Remark 3.23. For example, if X has finite inertia (e.g. it is separated
and Deligne–Mumford) then it admits a coarse moduli space M that is of
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finite type [KM]. Moreover, the G-action automatically descends to M by
universal properties, in such a way that π ∶X →M is equivariant. Similarly,
if X admits a good or adequate moduli space π ∶X →M in the sense of Alper
[Alp1, Alp2] and is of finite type, then M is of finite type [Alp2, Thm. 6.3.3].

3.7. Non-quasi-compact stacks. Let X be a 1-Artin stack which has
affine stabilizers but is only locally of finite type over k, and let Σ ⊆ Pic(X).
Unfortunately, concentration in the form of Theorem 3.5 does not hold for
such X: we may have

CBM
●
(X)loc ≠ 0

even when Σ satisfies condition (L) for X. In fact, we have simple counterex-
amples to Theorem 4.1 even for torus actions (and there are only finitely
many T -stabilizer groups appearing).

Example 3.24. For every integer n ⩾ 0, consider the weight 1 scaling action
of T =Gm on Un =An ∖ 0 and the element

αn = t ∩ [Un] ∈ CBM,T
●

(Un)⟨−n + 1⟩ ≃ CBM
●
(Pn−1

k )⟨−n + 1⟩
where

t ∈ C●T (Spec(k))⟨1⟩ ≃ C●(P∞k )⟨1⟩
is the first Chern class of the tautological line bundle on BT , and the
isomorphism is [KR1, Cor. 6.1]. By the projective bundle formula, we have
ti ∩ αn = 0 if and only if i ⩾ n − 1. Thus if X = ∐n Un, the element

α = (αn)n ∈ ĈBM,T
●

(X)⟨∗⟩ ≃∏
i∈Z

CBM,T
●

(X)⟨i⟩ ≃ ∏
i∈Z
∏
n⩾1

CBM,T
●

(Un)⟨i⟩

does not vanish after inverting t. Similarly, let Y = ∐n Un ×Wn where Wn

is smooth 1-Artin of finite type over k, of pure dimension −n with trivial
T -action. Then βn = t ∩ [Un ×Wn] ∈ CBM,T

● (Un ×Wn)⟨1⟩, and the element
β = (βn)n ∈ CBM,T

●
(Y )⟨1⟩ ≃ ∏

n

CBM,T
●

(Un ×Wn)⟨1⟩

does not vanish after inverting t.

In this subsection we give a definition of “localized Borel–Moore homology”
CBM
●
(X)loc

which is the same as the localization of Borel–Moore homology when X is
quasi-compact, but for which CBM

●
(X)loc = 0 still holds under condition (L).

If we write X as a filtered union of quasi-compact opens {Xα}α, then we will
see CBM

●
(X)loc ≃ lim←Ðα

CBM
●
(Xα)loc.

Definition 3.25. Let S ∈ Stkk, X ∈ StkS , and Σ ⊆ Pic(X). We define
CBM
●
(X/S)loc ∶= CBM

●
(X/S)Σ-loc ∶= lim←Ð

X′⊆X
CBM
●
(X′
/S)⟨∗⟩[c1(Σ−1)]

where the homotopy limit is taken over quasi-compact opens X′ ⊆ X (with
restriction maps as the transition arrows).

Since condition (L) is stable under restriction to opens, the following non-
quasi-compact generalization of Theorem 3.5 is immediate from the definition:
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Theorem 3.26. Let S ∈ Stkk, X ∈ StkS which is 1-Artin with affine stabiliz-
ers, and Σ ⊆ Pic(X). If Σ satisfies condition (L) for X, then we have

CBM
●
(X/S)loc = 0.

We next note that this definition is compatible with Notation 3.1.

Proposition 3.27. Let S ∈ Stkk, X ∈ StkS, and Σ ⊆ Pic(X). If X is a filtered
union of quasi-compact opens {Xα}α, then there is a canonical isomorphism

CBM
●
(X/S)loc ≃ lim←Ð

α

CBM
●
(Xα/S)loc.

Proof. Consider the following commutative square:

lim←ÐX′
CBM
●
(X′)⟨∗⟩[Σ−1] lim←Ðα

CBM
●
(Xα)⟨∗⟩[Σ−1]

lim←ÐX′
lim←Ðα

CBM
●
(Xα ∩X′)⟨∗⟩[Σ−1] lim←Ðα

lim←ÐX′
CBM
●
(Xα ∩X′)⟨∗⟩[Σ−1]

where we omit the “/S” from the notation for simplicity. The upper horizontal
arrow comes from the fact that each Xα is quasi-compact. The vertical arrows
are induced by restriction. The right-hand one is invertible because Xα ↪ X

is cofinal in {X ∩ Xα ↪ X}α. The left-hand one is invertible because X′ is
quasi-compact: we may choose a finite subset of opens in (Xα ∩X′)α which
cover X′, and then by filteredness there exists some large enough index β
such that Xβ ∩X′ = X′. □

Corollary 3.28. Let S ∈ Stkk, X ∈ StkS, and Σ ⊆ Pic(X). If X is quasi-
compact then there is a canonical isomorphism

CBM
●
(X/S)loc ≃ CBM

●
(X/S)⟨∗⟩[c1(Σ)−1].

Note also that CBM
●
(−)loc still satisfies the localization triangle:

Proposition 3.29. Let S ∈ Stkk, X ∈ StkS, and Σ ⊆ Pic(X). Then for every
closed immersion i ∶ Z ↪ X with open complement j ∶ U ↪ X, we have a
canonical exact triangle

CBM
●
(Z/S)loc

i∗Ð→ CBM
●
(X/S)loc

j!

Ð→ CBM
●
(U/S)loc.

Proof. Write X as a filtered union of quasi-compact opens {Xα}α (e.g. take
the partially ordered set of all quasi-compact opens). For each α we have
the localization triangle

CBM
●
(Z ∩Xα/S)⟨∗⟩[Σ−1] → CBM

●
(Xα/S)⟨∗⟩[Σ−1] → CBM

●
(U ∩Xα/S)⟨∗⟩[Σ−1]

since localization preserves exact triangles (as an exact functor). Passing
to the homotopy limit (which is also exact) thus yields the claim by Corol-
lary 3.27. □
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As before we may now specialize to the equivariant case. Let S ∈ Stkk, G be
an fppf group algebraic space over k which acts on a 1-Artin X ∈ StkS with
affine stabilizers, and Σ ⊆ Pic(BG) a subset. We have

CBM
●
([X/G]/S)loc = lim←Ð

X′⊆X
CBM
●
([X ′/G]/S)⟨∗⟩[c1(Σ)−1]

where the limit is taken over quasi-compact G-invariant opens X ′ ⊆X. We
get the following non-quasi-compact version of Corollary 3.14:

Corollary 3.30. If Σ ⊆ Pic(BG) satisfies condition (LG) for X, then we
have

CBM
●
([X/G]/S)Σ-loc = 0.

For D rational, we have a parallel version of the above story for any Σ ⊆
K0(X), so that we get a non-quasi-compact version of Theorem 3.10 under
condition (L).

4. Torus concentration

In this section we fix a split torus T over k, and we assume that k is noetherian
with no nontrivial idempotents.

4.1. The statement.

Theorem 4.1. Let T act on a 1-Artin X ∈ Stkk. Let Z ⊆X be a T -invariant
closed substack such that for every point x of the complement X ∖Z, StT

X(x)
is properly contained in Tk(x). Then we have:

(i) Direct image along the closed immersion i ∶ Z → X induces an
isomorphism

i∗ ∶ CBM,T
●

(Z)Σ-loc → CBM,T
●

(X)Σ-loc

of C●(BT )Σ-loc-modules, where Σ ⊆ Pic(BT ) is the set of nontrivial
line bundles on BT .

(ii) If X is quasi-compact then there exists a finite subset Σ0 ⊆ Σ such
that we may replace Σ by Σ0 in claim (i).

Remark 4.2. In Theorem 4.1 the condition that StT
X(x) ⊊ Tk(x) is equivalent

to the condition that dim(StT
X(x)) < dim(Tk(x)), since Tk(x) is irreducible.

Remark 4.3. Given a subgroup H ⊊ T , consider the (diagonalizable) quo-
tient K = T /H. Choose a nontrivial character of K, corresponding to a
one-dimensional representation of K. The T -representation obtained by
restriction may be regarded as a line bundle L on BT whose restriction
L ∣BH is trivial.

Example 4.4. Suppose that the fixed locus XT (Definition 1.9) is empty,
i.e., for every geometric point x of X the T -stabilizer StT

X(x) is not equal
to Tk(x). Consider the set G of subgroups H ⊆ T for which there exists a
geometric point x of X such that the T -stabilizer StT

X(x) is equal to the base
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change Hk(x). For every H ∈ G let L (H) be a nontrivial line bundle on BT
such that L (H)∣BH is trivial (as in Remark 4.3). Then Σ0 = {L (H)}H∈G
satisfies condition (LT ) for X.

Proposition 4.5. Let T act on a quasi-compact 1-Artin X ∈ Stkk. Then
there exists a nonempty T -invariant open of X whose T -stabilizers are con-
stant. In particular, the set G (Example 4.4) is finite.

Proof. Note first of all that the second statement follows from the first by
noetherian induction.

For the main statement, we may as well assume that X is reduced (since the
statement only involves geometric points). For X an algebraic space, the
statement follows immediately from Proposition 3.11. In general we argue as
follows. By [SP, Tag 06QJ] and generic flatness of the morphism [IX/T ] →
[X/T ] (quotient of the projection IX → X), there exists a nonempty T -
invariant open X0 ⊆X such that X0 is a gerbe (with respect to a flat finitely
presented group algebraic space) over an algebraic space. Note also that this
algebraic space is locally of finite type over k (since X is locally a trivial
gerbe over it), hence of finite type over k since it is quasi-compact (because
X is). Replacing X by X0 we may therefore assume that X is a gerbe over
an algebraic space M of finite type over k.

The T -action on X descends along π ∶ X →M , for example because it is a
coarse moduli space. By the algebraic space case, it will suffice to show that
π ∶X →M is T -stabilizer-preserving, i.e., for every geometric point x of X
the canonical morphism

StT
X(x) → StT

M(π(x))
is invertible. Since this is a homomorphism of subgroups of Tk(x), it is enough
to show surjectivity. A geometric point of StT

M(π(x)) is a geometric point
t of T such that t ⋅ π(x) = π(x). But this means precisely that there is an
identification t ⋅ x ≃ x as geometric points of X, since on geometric points π
exhibits M as the set of connected components of X. □

Proof of Theorem 4.1. Let Σ0 ⊆ Σ be as in Example 4.4; when X is quasi-
compact this is finite by Proposition 4.5. Thus it will suffice to show that
i∗ becomes invertible after inverting c1(Σ0). By construction, Σ0 satisfies
condition (LT ) for X ∖Z, so the claim follows directly from Corollary 3.30
at least when X has affine stabilizers.

Otherwise, by the localization triangle we may replace X with X ∖Z and
thereby reduce to showing that CBM,T

● (X)loc = 0 when Σ0 satisfies condi-
tion (LT ) for X. As in the proof of Proposition 4.5, using the localization
triangle again, we may assume that there exists a T -equivariant stabilizer-
preserving morphism π ∶ X → M which exhibits X as a gerbe over an
algebraic space M of finite type over k. Then Σ0 satisfies condition (LT )
for M as it does for X and π is a surjection on geometric points. Since M
is an algebraic space, it follows from Proposition 3.11 that there exists a
nonempty T -invariant affine open U of M and an invertible sheaf L ∈ Σ0
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such that c1(L ) is nilpotent as an element of the ring π0C●T (U)⟨∗⟩ (see proof
of Theorem 3.5). Therefore V = π−1(U) is a nonempty T -invariant open in
X such that c1(L ) is nilpotent in π0C●T (V )⟨∗⟩. In particular

CBM,T
●

(V )⟨∗⟩[c1(L )−1] = 0
as it is a module over C●T (V )⟨∗⟩[c1(L )−1] = 0. The claim now follows by
noetherian induction using the localization triangle. □

4.2. Example: fixed loci. In [AKLPR, App. A] we defined a T -fixed
locus XT ⊆ X for an Artin stack X. In terms of XT , the condition in
Theorem 4.1 is that the open complement X ∖Z is contained in X ∖XT . A
priori, the substack XT ⊆X may not be closed in general. Nevertheless we
obtain the following variants of concentration using the reduced fixed locus
(Definition 1.10) or homotopy fixed point stack (Definition 1.11) when X has
finite stabilizers or is Deligne–Mumford, respectively.
Corollary 4.6. Let the notation be as in Theorem 4.1 and suppose X has
finite stabilizers. Denote by XT

red the reduced T -fixed locus (Definition 1.10).
Then direct image along the closed immersion i ∶XT

red →X (Theorem 1.12(ii))
induces an isomorphism

i∗ ∶ CBM,T
●

(XT
red)Σ-loc → CBM,T

●
(X)Σ-loc

of C●(BT )Σ-loc-modules.

In the Deligne–Mumford case we can alternatively use the homotopy fixed
point stack.
Corollary 4.7. Let the notation be as in Theorem 4.1 and suppose X ∈ Stkk

is quasi-compact Deligne–Mumford. Choose a reparametrization T ′ ↠ T
as in Theorem 1.12(iii) and denote by XhT ′ the homotopy fixed point stack
with respect to the induced T ′-action (Definition 1.11). Then direct image
along the closed immersion i ∶ XhT ′ → X (Theorem 1.12(iv)) induces an
isomorphism

i∗ ∶ CBM,T
●

(XhT ′)Σ-loc → CBM,T
●

(X)Σ-loc
of C●(BT )Σ-loc-modules.

4.3. Example: vector bundles and abelian cones. For future use we
record the following example:
Proposition 4.8. Let X ∈ Stkk be 1-Artin with finite stabilizers. Let
E ∈ CohT (X) ≃ Coh(X ×BT ) be a T -equivariant coherent sheaf on X. Write
E =VX(E ) for the associated cone over X with T -action, and E ∖X for the
complement of the zero section. If E has no fixed part, i.e., E fix ≃ 0, then for
every point v of E, we have StT

E(v) = Tk(v) if and only v belongs to the zero
section.

Proof. Suppose first that X is the spectrum of a field. Since T acts trivially
on X, the T -representation E splits as a direct sum of 1-dimensional repre-
sentations. Since E has no fixed part, the latter have nonzero weights, so
the claim is clear in this case.
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Now consider the general case, i.e., X is 1-Artin with finite stabilizers. Let v
be a field-valued point of E. It is clear that if v belongs to the image of the
zero section then it has StT

E(v) = Tk(v). Conversely, suppose that v ∈ E ∖X.
To show that the inclusion StT

E(v) ⊆ Tk(v) is proper it will suffice to show
that dim(StT

E(v)) < dim(Tk(v)) (since the scheme Tk(v) is irreducible). Note
that E also has finite stabilizers, since it is affine over X. By the short exact
sequence of group schemes over k(v) (1.5)

1→ AutE(v) → AutE(v) → StT
E(v) → 1,

where E = [E/T ] is the quotient, it will moreover suffice to show that
dim(AutE(v)) < dim(Tk(v)).

Let x denote the projection of v in X, Ex the fibre of E over x, and
Ex = [Ex/T ] the quotient. We have another short exact sequence

1→ AutEx
(v) → AutE(v) → AutX(x),

by applying Remark 1.1 twice, to the representable morphism Ex → E and to
the morphism E→X ×BT →X. By the special case of our claim where the
base X is Spec(k(x)), we have dim(AutEx

(v)) < dim(Tk(v)). Since AutX(x)
is finite, it follows that dim(AutU(v)) < dim(Tk(v)) as claimed. □

By Theorem 4.1 we get:

Corollary 4.9. Let the notation be as in Proposition 4.8. Let Σ ⊆ Pic(BT )
be the subset of nontrivial line bundles. Then Σ satisfies condition (LT ) for
E ∖X.

Corollary 4.10. Let S ∈ Stkk, X ∈ StkS with finite stabilizers. Let E be a
T -equivariant coherent sheaf on X with no fixed part, and write E =VX(E ).
Then direct image along the zero section 0 ∶X → E induces an isomorphism
of C●(BT )Σ-loc-modules

0∗ ∶ CBM
●
(X ×BT /S)Σ-loc → CBM

●
([E/T ]/S)Σ-loc,

where Σ is as in Corollary 4.9.

Proof. Follows from Corollaries 4.9 and 3.15. □

We warn the reader that the finite stabilizers assumption in Corollary 4.10
is necessary, as we can already see in the “simplest” example of an Artin
stack with infinite stabilizers, i.e. BGm. Indeed, even the conclusion of
Proposition 4.8 does not hold in this example:

Example 4.11. Let Z = BGm, X = [A1/Gm], and i ∶ Z → X the closed
immersion induced by 0 ∶ Spec(k) →A1. Let T =Gm act on X with weight
1, so that i is T -equivariant and induces a closed immersion

[Z/T ] ≃ BGm ×BT → [A1/Gm × T ] ≃ [X/T ].
Then the induced direct image map

CBM,T
●

(BGm)loc → CBM,T
●

([A1/Gm])loc

is not an isomorphism.
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4.4. Example: Higgs sheaves on curves. Let k be a field and C a smooth
proper and geometrically connected curve over k. Consider the moduli stack
Coh(C) of coherent sheaves on C. This is a smooth 1-Artin stack locally of
finite type over k.

Denote by Higgs the moduli stack of Higgs sheaves on C, i.e., the cotangent
bundle of Coh(C) (which for us means the total space of the cotangent
complex). This admits a canonical scaling action by the torus T =Gm. Let
Λ denote the closed substack parametrizing nilpotent Higgs sheaves, i.e.,
pairs (F , θ) where F ∈ Coh and θ ∶F →F ⊗KC is nilpotent (with KC the
canonical bundle of C).

Theorem 4.12. Let Σ ⊆ Pic(BT ) denote the set of nontrivial invertible
sheaves on BT . Then the direct image map

CBM,T
●

(Λ)loc → CBM,T
●

(Higgs)loc

is invertible (where the localization is as in Subsect. 3.7).

Proof. Let F be a Higgs sheaf over an algebraically closed extension field κ
of k. By Theorem 4.1 it is enough to show that, if F is not nilpotent, then
the T -stabilizer at the corresponding geometric point of Higgs is a proper
subgroup of Tκ. We are grateful to A. Minets for providing the following
argument.

First note that if F is not nilpotent, then either its maximal torsion Higgs
subsheaf F0 is nilpotent or the quotient F ′ =F /F0 is nilpotent. Thus we
may assume that F is either torsion or locally free.

Recall that the moduli stack of locally free Higgs sheaves (= Higgs bundles)
of rank r admits a canonical T -equivariant map (the Hitchin fibration) to
the scheme Ar = ⊕r

i=1 H0(C, K⊗i
C ), where T acts on H0(C, K⊗i

C ) with weight
i, by sending F to the coefficients of the characteristic polynomial of its
Higgs field. Moreover, a locally free Higgs sheaf F is nilpotent if and only if
its image in the Hitchin base is trivial. By Corollary 3.21, this implies the
claim in the locally free case.

In the torsion case we argue as follows. Under the “BNR correspondence”
(see [BNR] or [Sim, Lem. 6.8]), Higgs torsion sheaves F are push-forwards
of coherent sheaves on T ∗C of finite length. In particular, there is a “Hilbert–
Chow” map from the moduli of torsion Higgs sheaves to Symd(T ∗C), sending
F to the support (counted with multiplicities) of the corresponding sheaf
on T ∗C . Now F is nilpotent if and only if the corresponding sheaf on T ∗C is
supported in the zero section, hence if and only if its image in Symd(T ∗C) is
fixed under the Gm-scaling action. We conclude by Corollary 3.19. □

Remark 4.13. For the substack of torsion Higgs sheaves, Theorem 4.12
recovers [Min, Cor. 4.3] by taking π0. In other words, we can regard the
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result as a generalization of loc. cit. to arbitrary rank Higgs sheaves14 and
to “higher” oriented Borel–Moore homology theories.

Remark 4.14. Theorem 4.12 admits an analogous statement for Higgs G-
bundles, for a connected reductive group G, using the same Hitchin fibration
argument. Similarly, there is a parabolic variant using the parabolic Hitchin
fibration [Yok].
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